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Bias in NLP

• In 2021 Claudia Wagner and co-authors "algorithmically 
infused societies as the societies that are shaped by 
algorithmic and human behaviour" like social media 
platforms [1].

• The data collected from these societies carry the same bias 
in algorithms and humans, like population bias 
and behavioural bias [2].

• unsupervised models like word embeddings encode these 
biases during training [3]

[1] Measuring algorithmically infused societies.

[2] Social Data: Biases, Methodological Pitfalls, and Ethical Boundaries

[3] Understanding the Origins of Bias in Word Embeddings



Social Bias

• To group people in predefined categories 
to make it easier for our brains to deal 
with them. E.g. Gender and racial bias [4].

• Most studied in the literature of bias in NLP.

• Metrics to measure social bias in word 
embeddings are WEAT, RNSB, RND, and ECT.

[4] The End of Bias, Nordell 2021



Offensive stereotyping

• Using slurs and swear words to describe groups of 
people aiming at stressing on the inferiority of the 
identity of the marginalized group [5].

• The internet is rife with slurs and profanity, it 
is important to study how machine learning 
models encode this offensive stereotyping.

[5] Slurs, interpellation, and ideology. The Southern Journal of Philosophy, 56:7–32



Systematic Offensive 
Stereotyping (SOS) bias

• Statistical definition:
• A systematic association in the 

word embeddings between profanity and marginalised groups 
of people e.g. women, LGBTQ, and non-white-ethnicities.

• We look the SOS bias in 5 word embeddings:
• Word2vec, glove-wk, glove-twitter, UD, and chan.



Measure SOS bias

• We used Non-offensive 
Identity words (NOI) to 
describe different groups of 
people.

• We used a list of 427 swear 
words [6].

[6] Deep learning for detecting cyberbullying across multiple social media platforms.



Measure SOS bias

Profanity vector is the average vector of the 427 
swear words for a word embeddings

Is a word embeddings model e.g. 
word2vc, glove-wk, glove-twitter, ud, and 
chan.

Word vector of NOI word for the word 
embeddings



Measure SOS bias



Validating SOS bias

• Compare the SOS bias against published statistics on online abuse and 
hate against marginalized groups (Women, LGBTQ, and Non-white 
ethnicities).
• The RAD Campaign survey on online abuse [7].
• The survey OEOH online extremism and hate [8].

• Compare our proposed metric to measure the SOS bias against state-of-
the-art metrics to measure bias in the literature.
• WEAT, RNSB, RND, and ECT [9].

[7] Rad Campaign. 2014. The rise of online harassment.
[8] Online extremism and online hate.
[9] WEFE: the word embeddings fairness evaluation framework.



Validating SOS bias

Online Abuse Online extremism



SOS Bias and 
downstream tasks

• What is the impact of the SOS bias in word embeddings on 
the downstream task of hate speech detection?

1. Model performance.

2. Model unfairness.
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• Hate speech detection task
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SOS Bias and 
model performance



SOS Bias and 
downstream tasks

• What is the impact of the SOS bias in word embeddings on the 
downstream task of hate speech detection?

1. Model performance:
• Our SOS bias metric is more positively correlated to the model performance 

than state of the art bias metrics.
• Results suggest that the bias in word embeddings, especially SOS bias, might 

lead to better performance on hate speech detection task.

2. Model unfairness.



SOS Bias and model 
unfairness

• What is model unfairness in our case?
• For hate speech detection models, unfairness is falsely assign hateful labels to 

a sentence because the sentence includes terms describing a marginalized group.

• Measure unfairness:
• Fairness gap = FPR(marginalized) - FPR(non-marginalised).



SOS Bias and model 
unfairness

• Measure fairness gender gap:
• Filter out sentences that contain NOI (women) and sentences 

that contain NOI (men).
• FPR (women) - FPR (men)

• Measure fairness racial gap:
• Filter out sentences that contain NOI (ethn) and sentences that 

contain NOI (white).
• FPR (ethn) - FPR (white)



SOS Bias and 
model unfairness



SOS Bias and 
model unfairness

• Correlation between bias scores and unfairness scores
• Gender bias vs. SOS bias

• Measure Gender bias using WEAT, RNSB, RND, and ECT.
• Measure SOS (women)

• Racial bias vs. SOS bias
• Measure Racial bias using WEAT, RNSB, RND, and ECT.
• Measure SOS (ethnicity)



SOS Bias and 
model unfairness 
(Gender bias)



SOS Bias and 
model unfairness 
(Racial bias)



SOS Bias and 
downstream tasks

• What is the impact of the SOS bias in word embeddings on the downstream task of 
hate speech detection?

1. Model performance:
• SOS bias is more positively correlated to the model performance than state of the art bias 

metrics.
• Results show that the bias in word embeddings , especially SOS bias, might lead to better 

performance on hate speech detection task.

2. Model unfairness:
• To some extent the SOS does influence model unfairness especially for gender bias but it is not the case 

when it comes to racial bias.
• Other factors contribute models' unfairness like bias in the datasets.
• Open question and more investigation is needed.



Bias in NLP

Questions?
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#Women_in_NLP

• Shows the findings of some 
experiements on the effects of being a 
minority like women in STEM or black 
people in academia.
• The cognitive effect leads to a self-

fulfilling prophacy.
• The Physical effect leads to high 

blood pressure and other 
complications.

• To mitigate the negative effects, 
people need to see representatives 
of their own group.



#Women_in_NLP

• Supported by Dair.AI
• Monthly talks on Zoom.
• Events are announced on Meetup and Twitter.
• 10 talks and the 11th coming soon....Look out for it.
• The attendees on Meetup range from 39 to 99.
• Speakers from Google, MS Research, Allen 

AI, Carneige Mellon university, UMass, and others.
• Some of our talk are available online.



#Women_in_NLP

• The speakers share their latest research in NLP
• To give the audience an idea of 

research directions in NLP.
• They also share their personal experience in NLP

• Lesson learned.
• Struggles.
• Give advice internships, supervision, difference 

between research in academia and industry.



#Women_in_NLP

• Challenges:
• Finding speakers.
• Finding the right time.
• Some events don’t continue.
• Turn out is small.
• Time and energy.



#Women_in_NLP

• Looking for co-organizers:
• Contact me on e.fatma.e@gmail.com
• Twitter @FatmaElsafoury

• To know about the latest talk:
• Follow me on Twitter
• Follow Meetup group https://www.meetup.com/dair-ai/

mailto:e.fatma.e@gmail.com
https://www.meetup.com/dair-ai/


Thanks!

Fatma Elsafoury


