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1.Research Problem

Figure 1: A crowdsourced definition of the word "Femi-
nism" on Urban Dictionary

• Grey social media platforms, like Urban Dic-
tionary and 4 & 8 Chan, are those with a loose
moderation policy and hence they are rife with of-
fenses.

• Research problem: Some word embeddings are
pre-trained on data collected from grey social me-
dia platforms but they have not been investigated
for the social related NLP tasks.

• In this paper, we carried out a compara-
tive study between social-media-based and non-
social-media-based word embeddings on two so-
cial NLP tasks: Detecting cyberbullying and Mea-
suring social bias.

2. Word Embeddings
Informational-based word embeddings

Models pre-trained on informational data like
Google News and Wikipedia articles.

Figure 2: The used Informational-based word
embeddings and how they are pre-trained.

Social-media-based word embeddings

Models pre-trained on informational data
like Google News and Wikipedia articles.

Figure 3: The used Social-media-based word
embeddings and how they are pre-trained.

3. Cyberbullying Detection

Figure 4: F1 scores of the KNN model with the different word embeddings on
Hurtlext test set.

4. Measuring social bias 5. Take Away Messages
1. Social-media-based word embeddings are better at cyberbullying

detection and offenses categorization.

2. No certain word embeddings are better than others at detecting
certain offensive categories.

3. Social-media-based word embeddings are not more socially bi-
ased than informational-based word embeddings.


