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Social media and cyberbullying
Grey social media platforms

[1] Emo, Love, and God: Making Sense of Urban Dictionary, a Crowd-Sourced Online Dictionary.

[2] Raiders of the Lost Kek: 3.5 Years of Augmented 4chan Posts from the Politically Incorrect Board



• Word embedding that are pre-trained on data collected from social media 
platforms.
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Word embeddings
Informational-based

• Word embeddings pre-trained on data collected from informational platforms 
like Google News or Wikipedia. 
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Social NLP tasks

Social-media-based vs. Informational-based


1. Cyberbullying detection:


Categorizing offenses.


Detecting cyberbullying in social media.


2. Social bias analysis.

Table1: The most similar 5 words to the word “queer”



Cyberbullying detection
Categorizing offenses

• Hurtlex lexicon:


• 5963 offensive expression categorized in 11 groups

Table2: Hurtlext 11 offenses categories



Cyberbullying detection
Categorizing offenses



Cyberbullying detection
Categorizing offenses



Cyberbullying detection
Categorizing offenses
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Cyberbullying detection
Categorizing offenses

FeloniesNegative

Connotations



Cyberbullying detection
Categorizing offenses

• These results inspire two hypothesis:

Cyberbullying- 
related 


Datasets
(1)

Social-media-based word embeddings 
UD, Chan, Glove-Twitter
Informational-based word embeddings: 
Word2vec, Glove-WK

(2)
PS, PR, ASF, ASM,OM,SSP, DDF

QAS, RE

Cyberbullying- 
related 
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Cyberbullying detection
Detecting cyberbullying in social media

• BiLSMT + Frozen embedding layer.


Table 3: Cyberbullying-related datasets



Cyberbullying detection
Detecting cyberbullying in social media

Figure 3: Percentage of each dataset that belong to the different Hurtlex categories 



Cyberbullying detection
Findings

Social-media-based-word  
embeddings outperform  
Informational word embeddings

Certain word embeddings are better at 
detecting certain types of cyberbullying 
within our cyberbullying datasets

Table 4: The performance (F1 scores) of the BiLSTM model with each word embeddings

On the different Hurtlex category within our cyberbullying datasets 



Social bias Analysis

• Bias metrics: WEAT, RNSB, RND, ECT.


• Bias types: Gender and Racial bias.


• Hypothesis:

Measuring bias

Social-media-based word embeddings: 
UD, Chan, Glove-Twitter
Informational-based word embeddings: 
Word2vec, Glove-WK

Bias

Bias



Measuring social bias
Results

Table 5:  The Bias scores using the different metrics of the different word embeddings.



Conclusion 
Our Findings

• Social-media-based word embeddings are outperform informational-based 
word embeddings on offenses categorization and cyberbullying detection.


• No evidence that certain word embedding are better than others at 
categorizing offenses within the cyberbullying datasets.


• No strong evidence that social-media-based word embedding are not more 
socially biased than informational-based word embedding.


• Future work: Investigating the relationship between the social bias in the 
different word embedding and their performance on the task of cyberbullying 
detection.



Questions?

@FatmaElsafoury 
Fatma.elsafoury@uws.ac.uk


